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A B S T R A C T

Numerical device modeling is used to study p-channel FETs with InSb, GaSb and InGaSb channels. To be as realistic as possible, the basic parameters are chosen to be those measured experimentally in state-of-the-art high-mobility materials, and where possible, predictions are compared against published data. Confinement effects are captured in the simulations using the density-gradient description of quantum transport. The emphasis is on projecting scaling properties and ultimate performance, with key issues being short-channel effects, the importance of source-drain leakage current, power considerations and p-cap design. Although important, issues related to gate leakage current and gate stack design are not well addressed by modeling, and so are not considered in detail. With III–V complementary circuits and high-speed, low-power applications in mind, the general conclusion is that among the antimonide-based pFETs, InGaSb devices provide the best balance of speed and power dissipation.

1. Introduction

As a method for minimizing standby power, the CMOS approach of mainstream digital silicon electronics that employs matched n-channel and p-channel transistors provides a near-ideal solution. Of course one of the prime advantages of silicon is the facility with which it can implement complementary circuits, readily allowing the requisite enhancement-mode n- and p-channel transistors to be integrated in the same channel material, and with an easily grown, high-quality insulator in SiO₂. And this has been a major reason why silicon has dominated semiconductor electronics for many years. Recently, however, the quest for ever-better performance as envisioned by the ITRS roadmap has had researchers looking into the possibilities of CMOS circuits that utilize III–V materials, either alone or in hybrid form with germanium [1].

The main advantage of these alternative materials is their potential for higher speed at low voltage. Of course the III–Vs lack silicon’s “natural fit” with CMOS – some of the main problems are the complications of heterogeneous materials integration, the lack of a good gate insulator, the generally lower material quality, the difficulties of achieving enhancement-mode, and the characteristically low values of the hole mobility in the III–Vs compared with their electron mobilities (see Table 1) – but recently significant advances have been made and the notion of III–V complementary circuitry is becoming more plausible [1]. A primary area of progress has been in III–V hole mobility, and the purpose of the present paper is to explore the scaling potential of these new pFETs, and to compare the relative performance of several candidate III–V materials.

Regularly achievable electron mobilities in the channels of III–V HEMTs at room temperature are much higher than in Si or Ge, e.g., in InAs they are in the range of 20–30,000 cm²/V·sec [2]. Such numbers have made the III–V semiconductors very attractive for fabricating high-speed n-channel transistors for use in analog circuits. In addition, the trend toward higher mobility with smaller bandgap (see Table 1) has made the III–V materials a route to achieving higher speed at lower voltage and on-state power for a given geometry as illustrated in Fig. 1 [3]. By contrast, the relatively poor hole transport properties and material quality of the III–V semiconductors has in the past yielded experimental p-channel mobilities that were limited to the range 100–300 cm²/V·sec [4]. The last few years have, however, brought encouraging progress. The starting point for these advances has been a focus on the antimonides that along with Ge have the most intrinsic promise as seen from Table 1. Pushing the hole mobilities even higher has then come via three strategies: (i) improving material quality, (ii) imposing strong confinement, and (iii) employing high levels of strain. The better quality materials are largely the products of long-standing programs on antimonide growth by molecular beam epitaxy at the QinetiQ Corp. (for InSb) and at the Naval Research Laboratory (for GaSb and InGaSb). When confinement and strain act on such materials, the hole mobilities are enhanced because, as in Si and SiGe [5], the degeneracy of the light- and heavy-hole bands is split, thereby raising the proportion of carriers in the...
higher mobility heavy-hole band and lowering the density of final states for scattering. Using these strategies with quantum well thicknesses in the range of 5–10 nm and biaxial compressive strains of 1–2%, p-channel mobilities have been raised into the range of 1200–1500 cm²/V sec as summarized in Table 2 and more thoroughly in [6–9]. Moreover, there is potential for further increases, particularly if one could reach higher strains (especially in general, and as applied specifically to the problem of hole transport because the equations of DG theory have been discussed both in so it should be noted that we do not consider in detail issues related to the gate stack (e.g., MIS designs, gate leakage currents, self-aligned source/drain, etc.), primarily because the relevant non-idealities are less amenable to modeling. Our approach is largely computational, and as reviewed briefly in the next section, the numerical device modeling is done in the density-gradient approximation. The basis for our technology comparisons is then discussed in Section 3. The main results and interpretations appear in Section 4, and the paper closes with some final comments in Section 5.

### 2. Modeling approach

In modeling the Sb-based pFETs it is important to include the effect of the strong quantum confinement. For this purpose we use the density-gradient (DG) description [15], an approach to quantum transport theory that sacrifices accuracy in the quantum mechanical representation for gains in computational efficiency and facility in modeling other real-world device complications such as complex geometry, self-consistent electrostatics, sophisticated mobility models, generation-recombination phenomena, etc. Because the equations of DG theory have been discussed both in general, and as applied specifically to the problem of hole transport in antimonide pFETs [16], our coverage here can be brief.

For steady-state situations, the relevant differential equations of DG theory can be written as [15]:

\[
\begin{align*}
\nabla \cdot (\rho \mathbf{v}) &= 0 \\
\n\rho \frac{\partial \mathbf{v}}{\partial t} + \rho \mathbf{v} \cdot \nabla \mathbf{v} + \nabla \phi_{DG} &= 0
\end{align*}
\]

(1a)

\[
\begin{align*}
\nabla \cdot (\rho \nabla \psi) &= q (N_{A} - p)
\end{align*}
\]

(1b)

where the generalized chemical potential is given by

\[
\phi_{DG} = \phi_{DG}^{DD}(p) - \frac{2}{r} \nabla \cdot (b_{p} \nabla r)
\]

where \(b_{p} = \frac{\hbar^{2}}{12m_{p}^{*}}\).

### Table 1


<table>
<thead>
<tr>
<th>Semiconductor</th>
<th>Bulk electron mobility (cm²/V sec)</th>
<th>Bulk hole mobility (cm²/V sec)</th>
<th>Band gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>1400</td>
<td>450</td>
<td>1.12</td>
</tr>
<tr>
<td>Ge</td>
<td>3900</td>
<td>1900</td>
<td>0.66</td>
</tr>
<tr>
<td>GaP</td>
<td>250</td>
<td>150</td>
<td>2.24</td>
</tr>
<tr>
<td>GaAs</td>
<td>8500</td>
<td>400</td>
<td>1.43</td>
</tr>
<tr>
<td>GaSb</td>
<td>3000</td>
<td>1000</td>
<td>0.67</td>
</tr>
<tr>
<td>InP</td>
<td>5400</td>
<td>200</td>
<td>1.29</td>
</tr>
<tr>
<td>InAs</td>
<td>40,000</td>
<td>500</td>
<td>0.33</td>
</tr>
<tr>
<td>InSb</td>
<td>77,000</td>
<td>850</td>
<td>0.16</td>
</tr>
</tbody>
</table>

### Table 2

Material Properties for Three Different Channels.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>InSb</th>
<th>GaSb</th>
<th>InGaSb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mole fraction</td>
<td>1</td>
<td>0.35</td>
<td>0.41</td>
</tr>
<tr>
<td>Biaxial strain in well (%)</td>
<td>1.9</td>
<td>1.2</td>
<td>2.1</td>
</tr>
<tr>
<td>LF hole mob. (cm³/Vs), well</td>
<td>1230</td>
<td>1350</td>
<td>1500</td>
</tr>
<tr>
<td>LF hole mobility, barrier</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Saturation velocity (cm/s)</td>
<td>8 x 10⁸</td>
<td>8 x 10⁸</td>
<td>8 x 10⁸</td>
</tr>
<tr>
<td>HH/LH effective masses (m)</td>
<td>0.263/0.015</td>
<td>0.25/0.044</td>
<td>0.26/0.032</td>
</tr>
<tr>
<td>DG effective mass (m)</td>
<td>0.04</td>
<td>0.06</td>
<td>0.057</td>
</tr>
<tr>
<td>Schottky barrier (eV)</td>
<td>0.78</td>
<td>1.03</td>
<td>1.0</td>
</tr>
<tr>
<td>Band gap (eV), well</td>
<td>0.17</td>
<td>0.62</td>
<td>0.45</td>
</tr>
<tr>
<td>Band gap (eV), barrier</td>
<td>0.78</td>
<td>1.66</td>
<td>1.43</td>
</tr>
<tr>
<td>Valence band offset (eV)</td>
<td>0.21</td>
<td>0.64</td>
<td>0.43</td>
</tr>
<tr>
<td>Dielectric constant, well</td>
<td>17.7</td>
<td>11.6</td>
<td>16.5</td>
</tr>
<tr>
<td>Dielectric constant, barrier</td>
<td>15.7</td>
<td>15.7</td>
<td>13</td>
</tr>
</tbody>
</table>

Fig. 1. Plot of cut-off frequency versus dc on-state power from [3] that compares the rf performance of scaled n-channel InSb and Si devices. The former are seen to be better than the latter in terms of both speed and power.

confinement for both electrons and holes in these structures is evident. The effective mass, the foregoing theory is often quite accurate in describing quantum confinement [17]. However, as we shall see, this is not true for the strongly confined problems of interest in this paper. In such circumstances, a number of authors have shown that the theory can still function as a remarkably accurate phenomenology (including for multi-dimensional problems [18]) simply by using $m_{DG}$ as a fitting parameter [17]. This approach is used in the present work, and as done in [18] we take $m_{DG}^{p}$ to be a tensorial quantity composed of perpendicular and parallel components, $m_{DG}^{p}$ and $m_{DG}^{l}$, respectively.

The perpendicular mass is the crucial one for us as it quantifies the response to the confinement. To determine “best” values for this mass we curve-fit the hole density profiles predicted by quantum mechanics. The InSb, GaSb and InGaSb channels summarized in Table 2 and depicted in Fig. 2a–c are modeled, and the density profiles as computed by NEXTNANO [13] using the k p method are shown (solid curves) in Fig. 3a–c for a variety of densities. Also shown in these figures (dashed curves) are the best-fit DG results in which a single value of the perpendicular DG effective mass for each material has been used for all densities. While not perfect, these fits are excellent and show that the DG approach is providing an accurate representation. The mass values used in each case, and then throughout this paper, are listed in Table 2 as well along with the parallel DG effective mass $m_{DG}^{l}$. The perpendicular DG effective mass is determined by the “best” values for $m_{DG}^{p}$ as described in [17]. Note also that in Fig. 3a–c the largest discrepancies are observed for InSb, which is not surprising given the narrowness of the well and the small valence band offset.

Regarding the parallel mass, as has been explored especially by the modeling group in Glasgow [18], it is possible to use the parallel DG effective mass $m_{DG}^{p}$ in DG theory to represent both lateral confinement effects and source-drain tunneling. The latter application is intriguing, but the incorrect assumption implicit in (1a) of scattering-dominated tunneling [19] makes the approach entirely phenomenological, and accurate only when calibrated by quantum mechanics [18]. We do not do this here because source-drain tunneling does not appear to make a significant contribution even for the shortest gate lengths considered (20 nm). Evidence for this claim is given in Fig. 4 where we plot the simulated I–V characteristics for a 20 nm gate InGaSb FET with $m_{DG}^{p}$ varied as a parameter and find that only for effective masses with unrealistically low values (below about 0.01) does appreciable tunneling leakage current flow. This plot also shows that the lateral confinement has very little influence on the predicted I–V. We therefore feel safe in simply assuming a fixed value for $m_{DG}^{p}$ ($0.053m_{e}$) for all problems considered in this paper.

Other essential parameters for our simulations relate to the mobility models for the holes in the channel and barrier materials considered. With respect to the channels, as described in [16] we include terms in the mobility models representing velocity saturation and surface scattering:

$$\frac{1}{\mu_{p}^{tot}} = \frac{1}{\mu_{p}^{LF}} \sqrt{1 + \left(\frac{\mu_{p}^{LF}|E_{||}|/\mu_{p}^{sat}}{1}\right)^{2}} + \frac{1}{\mu_{p}^{SS}} |E_{s}|^{4}$$  \hspace{1cm} (3)

Estimates for the low-field hole mobilities for each channel material come from Hall measurements and are as listed in Table 2, and the saturated drift velocity in all the materials is assumed to take the estimated bulk value of $8 \times 10^{5}$ cm/s. The parameter values in the surface scattering term were chosen to fit data of [6] for InSb pFETs under strong negative bias (with $\mu_{p}^{SS} = 100$ cm$^{2}$/V sec and $E_{SS} = 3 \times 10^{5}$ V/cm); in the absence of better information, these values are also used for the other channel materials. It should also be noted that in using (3) we are asserting that effects such as ballistic transport and injection efficiency, possibly important for extremely

---

**Fig. 2.** (a–c) Band diagrams for the structures of Table 2 as simulated with the $8 \times 8$ k p method using the NEXTNANO program [12]. The possibility of channel confinement for both electrons and holes in these structures is evident.
short channels, may be neglected for the gate lengths of interest here. Barrier transport is most germane to understanding source-drain leakage, an issue that is especially important for low valence-band-barrier InSb pFETs (see Fig. 2a) where it dominates gate current at short gate lengths [6]. This leakage current is illustrated in the simulated I–V curves in Fig. 5 where the barrier mobility is treated as a parameter. The particular value of the barrier mobility as given in Table 2 (50 cm²/V sec) has been chosen so as to fit the source-drain leakage current observed in [6]; this same value is arbitrarily used for the other barrier materials as well.

Lastly, generation–recombination processes may have to be considered for the materials of interest, and especially for InSb with its narrow gap [20]. For this paper, however, we neglect these processes as is reflected in the right-hand side of (1a) being zero. We believe this justified even for InSb because the strong confinement acts to increase the effective gap significantly [21], and because of the very small generation volume.

The final element of the description is a set of consistent boundary conditions, all of which take well-known forms. It is important to note that, among the choices made, we assume ideal contacts...
with zero contact resistance; that this is often inappropriate for III–V materials means that our results should be regarded as “best-case”. With all the boundary conditions prescribed, boundary value problems relevant to the device situations of interest can be formulated and solved. The generic device structure studied in this work is the field effect transistor depicted in Fig. 6. The channels and barrier materials are the three discussed earlier and specified in Table 2. A “delta” doping is often included in the structures in and barrier materials are the three discussed earlier and specified as shown in Fig. 8 for... With all the boundary conditions prescribed, boundary value problems relevant to the device situations of interest can be formulated and solved. The generic device structure studied in this work is the field effect transistor depicted in Fig. 6. The channels and barrier materials are the three discussed earlier and specified in Table 2. A “delta” doping is often included in the structures in a normal frontside configuration as shown in Fig. 6. In addition, doped p+ caps are incorporated with a variable side-recess spacing separating them from the gate. Lastly, the gate is sometimes vertically recessed as shown in Fig. 6 in order to enhance the charge control. The particular gate-to-channel spacings considered were 10 nm (with no gate recess) and 4 nm (with a gate recess). The gate lengths ranged from 0.5 μm down to 20 nm.

For this paper, the boundary value problems are solved numerically using the Comsol Multiphysics finite element package [22]. A sample DG solution is shown in Fig. 7 for a non-recessed InSb FET of [5] with a 40 nm gate length. In the 2D plot, the simulated hole density at pinch-off is shown with the quantum confinement of the carriers in the channel being evident. From a number of such solutions at various gate biases, the drain characteristics can be assembled as shown in Fig. 8 for V_D = -0.5 V. In the plot we show the experimental I–V data from [5] as well as simulated curves for the comparable InGaSb and GaSb devices. For the InSb device, simulation and experiment are seen to be in good agreement, though of course to a large extent this is a consequence of curve-fitting, e.g., the choices for the parameters in (3).

3. Basis of technology comparisons

As noted in the Introduction, the III–V pFET technology discussed herein is envisioned as supplying components for complementary circuits. The likely application space is low-power/high-speed electronics, e.g., for wireless applications, and could be implemented either as pure III–V at relatively low levels of integration (say 10^3–10^4 transistors), or as hybrids with much denser but slower silicon devices. The primary advantage offered by the antimonides is the ability to sustain high-speed at low operating voltages and for this paper we therefore fix V_DD at −0.5 V. This of course strongly impacts both the static and dynamic power dissipation. It also imposes strong requirements (which we do not consider in detail) on the control of the threshold voltages and a variety of other quantities.

For a general comparison of the three types of antimonide pFETs under consideration, we follow [23] in utilizing certain benchmarks relevant to digital circuits such as the on–off ratio \( I_{on} \equiv I_{on}/I_{off} \), the gate delay \( \tau_D \equiv C_g V_{dd}/I_{on} \), the dynamic-energy-delay-product \( E_D \tau_D \equiv C_g V_{dd}^2/\tau_D \), the subthreshold slope \( S \equiv \min\{dV_c/d\log(I_D)\} \), and the drain-induced barrier lowering \( \text{DIBL} \equiv dV_T/dV_D \). To gauge the devices from the perspective of standby power, we also consider the static power dissipation \( P_S \equiv I_{off} V_{dd} \), and a new benchmark defined by \( f_0 \equiv \log(I_{on})/(2\pi \tau_D) \). The latter quantity is a characteristic frequency that emphasizes the trade-off between a short gate delay and a high on–off ratio, and is thus a sort of (inverse) static energy-delay product.

A crucial choice for our technology comparisons is the “proper” selection of the threshold voltage. Once known, we shall employ a “2/3–1/3” rule [23] as depicted in Fig. 9 to define \( I_{on} \) and \( I_{off} \), and from thence (with \( C_g \) estimated by simulation) determine the various other benchmarks. From Fig. 9 it should be clear that, as \( V_T \) is varied, there is a general trade-off between speed and power, e.g., a more positive \( V_T \) will cause \( I_{on} \) to improve (increase) as \( I_{off} \) gets exponentially smaller, while at the same time \( \tau_D \) will degrade (increase) as \( I_{on} \) drops. A convenient way of optimizing this trade-off...
and thereby finding the “best” $V_T$ is to maximize $f_D$. A sample plot of computed $f_D$’s as a function of the choice of $V_T$ for non-recessed InSb pFETs with various gate lengths is shown in Fig. 10. Fixing $V_T$ by the maxima of these curves, we observe that there is a “long-channel” regime in which the optimum $V_T$ is essentially constant, and then deviations from that value occur as the channels get shorter (see further discussion in Section 4). Again, once the $V_T$ values have been selected, then all of the benchmarks may be computed and the technology comparisons made.

As is well known, unless the semiconductor materials of interest have been extensively characterized, numerical device modeling is at best of semi-quantitative value, and is probably of most use for parametric studies. For this reason, experimental checks are of great importance. To date the only experimental scaling study of p-channel Sb devices in the literature is that on non-recessed InSb pFETs in [6]. A first basic agreement between modeling and their experiments was the transfer curve in Fig. 7 for a 40 nm device. Where possible, we include comparisons with the data from [6] elsewhere in this paper, and in general find that these tend to support the validity of our simulations. Of course, as noted earlier, our simulations involve a significant amount of curve-fitting, and so our modeling methods, parameters and results should be viewed more as a means to greater understanding than as definitive models and predictions.

4. Simulation results and discussion

In the scaling of heterostructure transistors, a crucial parameter is the aspect ratio formed of the gate length divided by the gate-to-channel spacing. To achieve good scaling the usual rule-of-the-thumb is that one should maintain an aspect ratio in the range 3–6 [24,25]. Hence, for a 20 nm device one would need a gate-to-channel spacing of roughly 4–6 nm. In typical designs this implies the use of an etched gate recess. As is well known, the gate recess also makes possible enhancement-mode devices both by reducing the distance over which the voltage drops, and by eliminating any front-side modulation doping in the gate region (see Fig. 6). In Fig. 11 we show simulated I–V curves for recessed pFET designs analogous to the non-recessed devices of Fig. 8, and with a gate-to-channel spacing of 4 nm. The characteristics look quite similar to the earlier ones (because of the 40 nm gate length) except that the devices are now clearly enhancement-mode. In the remainder of this paper we compare various simulated characteristics and benchmarks for antimonide-based pFETs using both the non-recessed and recessed device designs.

As studied by Kim and co-authors [26], another important parameter in the design of heterostructure transistors is the side-recess spacing between the gate and the doped cap layers (see Fig. 6). On the one hand, as shown in Fig. 12 for a 40 nm recessed-gate InGaSb pFET, as the side-recess distance becomes large, the increase in access resistance degrades the transconductance. However, from the perspective of electrostatic control, a better measure is the distance to the center of the channel.

---

1 This procedure is of course just one convenient way of optimizing the devices. What is actually “optimum” depends on the application, and other choices that favor a different balance between speed and power could readily be preferred.

2 For convenience, the gate-to-channel spacings mentioned in this paper refer to the distance between the gate and the top of the channel. However, from the perspective of electrostatic control, a better measure is the distance to the center of the channel.
tance. On the other hand, as the side-recess distance becomes small two deleterious effects enter. First, the nearby p+ cap can influence the electrostatic barrier shape and thereby degrade the subthreshold slope. This is seen in Fig. 13 where simulated results for 40 nm InGaSb pFETs both with and without recessed gates are plotted; that the impact of the p+ cap is much greater without a gate recess shows this phenomenon to be a short-channel effect.

The second consequence of having a small side-recess distance is an increased gate capacitance to the proximal p+ cap, which in turn degrades the delay time as shown in Fig. 14 for 40 nm InGaSb pFETs. In this figure the delay times are elevated because the full capacitance for a particular (and overly large) gate has been used in the calculation in order to include fully the p+ cap effect. Based on this plot, for the remainder of this paper we fix the side-recess spacing at 50 nm.

Fig. 15a is a summary plot of the threshold voltages as a function of gate length as determined by the method described in Section 3 for the three antimonide technologies both with and without the gate recess. A companion plot in Fig. 15b gives the corresponding values for the figure-of-merit $f_D$ in each case. As was noted earlier, Fig. 15a shows the non-recessed designs to be depletion-mode whereas the recessed pFETs are enhancement-mode. Also, much as in Fig. 10, in each case there exists a clear long-channel regime in which the threshold voltage is essentially constant, and then deviations from this value occur when the channel length becomes short enough. As expected, inclusion of recessed gates greatly improves the short channel performance by virtue of the higher aspect ratio and better electrostatic control. With non-recessed designs the long-channel regime ends at around 60–80 nm, whereas for recess designs it extends down to 30–40 nm. Of all the devices, those with InSb channels show the least short-channel effects, presumably because of their narrower (5 nm) channel widths and thus larger aspect ratios. With regard to the figure-of-merit $f_D$ plotted in Fig. 15b, without a gate recess all the devices provide roughly the same level of performance, but when the gate recess is included there is a clear ordering with InGaSb being best and GaSb being worst. The reasons for this will be discussed further below.

A scaling plot of the delay times $\tau_D$ (obtained assuming the $V_T$’s of Fig. 15a) for the various antimonide pFETs is shown in Fig. 16. For non-recessed devices the delay times for all the antimonide de-

![Fig. 13. Simulated degradation of subthreshold slope with decreasing side-recess width of 40 nm InGaSb pFETs. The dependence on aspect ratio shows this to be a short-channel effect.](image)

![Fig. 14. Simulated effect of side-recess width on delay time for 40 nm InGaSb pFETs with recessed gates. The rise in delay time for small side-recess widths is due to increased gate capacitance.](image)

![Fig. 15. DG simulated (a) $V_T$’s and (b) $f_D$’s versus gate length as determined by the method depicted in Fig. 10 for InSb, GaSb and InGaSb pFETs both with and without recessed gates.](image)
vices are seen to be comparable. However, just as in Fig. 15b, in the case of recessed devices the indium-containing pFETs are better with the InGaSb being somewhat better for longer channels and the InSb devices, with their better electrostatic control, performing best for short channels. Included also in Fig. 16 are some experimental data for non-recessed InSb devices [6] and InGaSb devices [7]. The agreement with experiment is reasonably good for the InSb devices, but less so for the InGaSb devices which had a relatively high contact resistance. Finally, although less comparable because $V_{DD}$ is generally significantly higher (0.8 V or higher), a broad line appears in Fig. 16 to indicate the rough level of performance obtained by Si PMOS devices.

We next look closer at short-channel effects as reflected in the subthreshold slopes and the DIBL for the various antimonide devices. Fig. 17 plots the calculated subthreshold slopes versus gate length and, generally speaking, follows the anticipated trends. However, in contrast to Fig. 15a, here the excessive source-drain leakage in the InSb device makes its deviations from ideality greatest. The measured subthreshold slopes from [6] for InSb devices are also shown in Fig. 17, and are seen to be in reasonable agreement with simulation. The corresponding scaling plot for the DIBL appears in Fig. 18, and the comparisons with the modeling are much the same.

For the last technology comparisons we evaluate the various antimonide devices with respect to power/energy consumption. A scaling plot of the dynamic energy-delay product is given in Fig. 19. The results are analogous to those of Fig. 16 with the most important point being the basic one that, from a dynamic energy perspective, the recessed antimonide devices are about a factor of 10 better than silicon technology because of the former’s possibility of higher speed at lower voltages.

With respect to static power, as emphasized in the Introduction, the basic motivation for our investigating III–V pFETs is as a pathway to III–V CMOS and to minimizing standby power. For this paper where we ignore gate leakage (or equivalently, assume the ideal case of zero gate leakage) the standby power is set entirely by source-drain leakage. The associated power per unit width and its scaling characteristics are plotted in Fig. 20 for the various antimonide devices. Generally speaking, because of their relatively high leakage currents, the InSb devices are one to two orders of magnitude worse than the InGaSb and GaSb devices. To give context to these values, in Fig. 20 we also show ITRS roadmap values [27] out to the 22 nm node for the source-drain off-state power (again ignoring gate leakage) for three different technology scenarios all operating at around $V_{DD} = 1$ V: High-Performance Logic, Low Operating Power, and Low Standby Power. Clearly, the III–V devices have potential for the coming years, though unless effective insulator [28] and contact [29] technologies are available, this potential will not be realized.

5. Final remarks

As the “endgame” of the electronics revolution as envisioned by the ITRS roadmap [27] approaches, the semiconductor industry is...
matched p-channel device. But it may be that this situation is for a variety of reasons, with a main one being the lack of a well-unsuitability for complementary circuits has made high standby anticipation, despite the III–V advantage in speed at low voltage, their limited their use to niche applications. In the area of power dissipation, increasingly faced with the limitations of Si/SiO2 devices and with pressure to consider alternatives. High-performance III–V materials have long been a possibility, but a variety of factors have always limited their use to niche applications. In the area of power dissipation, despite the III–V advantage in speed at low voltage, their unsuitability for complementary circuits has made high standby power a critical limitation. III–V CMOS has been difficult to achieve for a variety of reasons, with a main one being the lack of a well-matched p-channel device. But it may be that this situation is changing given recent progress in the fabrication of high-mobility III–V FETs based on antimonide-containing semiconductors [1]. To explore the performance possibilities of such transistors, in this paper we have carried out numerical simulations of pFETs fabricated with the new, high-quality InSb, GaSb and InGaSb transistors.

The numerical calculations were performed using the density-gradient approximation to quantum transport theory. Particular FET designs were studied both with and without recessed gates, and with InSb, GaSb and InGaSb channels that had state-of-the-art transport properties. Emphasis was placed on the scaling behavior and on ultimate performance limits. In general, our simulations showed the pFETs to be quite competitive with silicon. Of the three antimonide technologies studied, the InGaSb-channel devices seem to provide the best compromise between speed and power. From a speed perspective, InSb had the edge when the FETs were aggressively scaled, however, in our simulations this was mainly due to their better aspect ratio.

Our work points up several aspects of the antimonide pFETs that need further development/improvement. First, higher mobility material in thinner channels is advantageous. This might be achieved by further improving the quality of the materials and interfaces. In addition, one might work to boost the biaxial strain levels (especially in GaSb) and/or to exploit uniaxial strain [9,10]. Second, a robust approach to making very thin insulated gates with self-aligned source/drain and good threshold control is essential [28]. Third, an approach to low-resistance contacts, possibly using regrowth techniques [29], is needed. And finally, while the band diagrams in Fig. 2a–c and the work of [12] demonstrate that the antimonides share the attribute of allowing both n-channel and p-channel transistors to be fabricated in the same channel material, a well-integrated III–V CMOS must be demonstrated, characterized and optimized.
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