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Abstract 

We present a method for classifying imagery using Sum-Product Networks. Current 
techniques allow for the architecture to be learned in addition to learning the weights 
between nodes, resulting in high accuracy classification without the need for manual 
architecture specifications. Our results show that such networks can perform 
comparably to current state of the art methods on simple image classification problems. 
However, applying SPNs to this task requires substantially reducing the sizes of the 
images, and learning the structure of an SPN for the originally-sized images would be 
computationally expensive.  

1. Introduction 

Discriminative Sum-Product Networks (SPNs) are a probabilistic model that allow for direct and 
indirect relationships between variables to be represented in a deep architecture [1]. Recent 
advances have allowed for such networks to not only train the weights between nodes of the 
network, but also create the structure of the network itself. This advance allows for SPNs to be used 
on a variety of complex classification tasks without the need for the architecture to be defined for 
each problem.  

Recent research has shown that deep networks, such as Convolutional Neural Networks (CNNs) can 
achieve high accuracy for difficult image classification challenges such as ImageNet [2].  In this 
report we compare these current methods to SPNs on a simplified image classification problem. 
These results are compared to other classifiers including k-nearest neighbor (KNN) (k=1) and a CNN 
approach. 

2. Approach 

Our goal is to evaluate the performance of SPNs in classifying imagery. Algorithms for deploying 
SPNs are available in the Libra Toolkit [3]. This includes ID-SPN, which is used to learn both the SPN 
network and node weights. ID-SPN requires labeled binary data [4]. For this reason, we first needed 
to create binary image datasets for training, validation, and testing the SPNs.  

We compared the performance of SPNs on the modified dataset with other techniques, as 
mentioned above, using the same training and test sets. 

 

  



2.1 Dataset Creation 

The MNIST dataset contains handwritten numbers 0-9 [5] (i.e., 10 classes of images). The labeled 
images in this dataset are grayscale imagery, with each image being 28x28 pixels in size. It contains 
60,000 training and 10,000 test images. 

Each pixel in an image is represented by 8 bits of information, which requires 6272 bits per image. 
As such it would be possible to create and input a vector of binary information for each image into 
the SPN algorithms directly. However, the computational requirements and time restraints 
necessitate data reduction. 

First, we reduced the size of the training and test images by 60% using a common bilinear 
interpolation function. This yields 17x17 images, which we quantized using four techniques.  

The first technique we used is Otsu’s method for adaptive thresholds [6], which transforms images 
into greyscale (i.e., white or black pixels, only). This method reduces each image to 289 bits (1 bit 
per pixel). Additionally, we applied three basis methods to transform the reduced-size gray scale 
images into a new feature space. These include (1) the Discrete Cosine Transform (DCT) [7], (2) the 
2D Haar Wavelet [8], and (3) a set of random bases. These feature vectors were quantized, yielding 
289 bits per image (256 for the Haar basis). The raw imagery, as well as the image-domain 
representation for each of these methods, are shown in Figure 1.  

 

Figure 1: Effects of quantizing an image of the digit “4” using four techniques: (Top left) Grayscale MNIST image; (Top Right) 
Otsu's Method; (Bottom Left) DCT; (Bottom Center) Haar Wavelet; (Bottom Left) Random Basis.  



2.2 Classification using Sum-Product Networks (SPNs) 

For each of these four data reduction techniques, we generated ten SPNs (one for each image 
class). We trained the SPNs on the modified MNIST training data using ID-SPN. These networks each 
return a single value, which is the output of the highest level.  

Once these SPNs were trained, we used them to classify the modified MNIST testing data. A test 
datum was classified as belonging to the SPN with the highest value at the output.  

2.3 Comparison to k-Nearest Neighbor (KNN with k=1) 

We compared the results of the SPNs with KNN (k=1) [9]. The results are shown in Table 2. Using 
Otsu’s method for data reduction results in the highest classification accuracies, independent of 
which classifier was used. Also, the SPNs consistently outperform the KNN (k=1) classifier. 

 

Table 2: Classification results for each of the data reduction techniques using KNN (k=1) and the trained SPNs. 

2.4 Comparison with LeNet CNN  

We also applied the LeNet CNN architecture [10] using the modified dataset with Otsu’s encoding. 
We zero-padded the data to fit into LeNet and trained and tested using Caffe [11]. With this 
implementation, the trained CNN recorded an accuracy of 97.42% on the test data, which is 
comparable to the SPN approach. 

3 Conclusions 
 
Our initial results show that it is possible to classify imagery using SPNs, and that these models 
perform comparably to other methods on the one task we examined. However, the current 
implementations we used for learning an SPN’s structure and weight settings requires substantial 
data reduction steps.  
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