Extracting workflows from natural language
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Abstract. Business process models are used to identify control-flow re-
lationships of tasks extracted from information system event logs. These
event logs may fail to capture critical tasks executed outside of regu-
lar logging environments, but such latent tasks may be inferred from
unstructured natural language texts. This paper highlights two workflow
discovery pipeline components which use NLP and sequence mining tech-
niques to extract workflow candidates from such texts. We present our
Event Labeling and Sequence Analysis (ELSA) prototype which imple-
ments these components, associated approach methodologies, and per-
formance results of our algorithm against ground truth data from the
Apache Software Foundation Public Email Archive.
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1 Introduction

Visibility into organizational workflows via business process models enables the
completion of critical tasks in a predictable and measurable way, and is espe-
cially relevant for organizations which must manage risk and prioritize their
tasks in a contested environment. However, it is difficult to properly reconstruct
workflows whose tasks are executed outside of regular logging environments. We
hypothesize that latent tasks can be learned, at least in part, from unstruc-
tured natural language documents (NLDs) (e.g. emails, chats and blogs) using a
technique that discovers topics and recurrent event sequences in an automated
fashion. Approaches exist for workflow extraction from semi-structured NLDs [6,
14]. Our work parallels MailOfMine [4], which aims to build workflow models
from unstructured NLDs (i.e. email). The objective of this paper is to highlight
approaches for two of the components in the workflow discovery pipeline, namely:
(1) keyword extraction and topic clustering of events using semantic analysis of
the NLDs, and (2) sequence rule mining to identify partial workflow candidates
given these keywords and topic clusters.



1.1 Related work

Email, one type of unstructured NLD (i.e. user-generated written content that
lacks a predefined data model), is often a means by which informal tasks are
carried out [4] and is the subject of our initial evaluation due to its availability
and accessibility. Many approaches have been developed to infer activities from
emails and other NLDs [5, 6, 14]. As our use case requires automated, unsuper-
vised information extraction from unstructured text, we seek topic extraction
and clustering approaches similar to [4].

Work in [6,14] use the verbiage inherent in procedural texts to sequence
tasks. Di Ciccio and Mecella describe a declarative approach for mining control-
flow constraints between tasks [4]. In addition to these methods, process mining
is a viable alternative approach for task sequencing. Process mining, such as
Sequential Pattern Mining [9], is used to extract exemplar cases from information
system event logs. It is widely used by organizations to identify patterns and
trends in business workflows and gain other insights into workflow processes.

This paper is structured as follows. Section 2 introduces our approach for
components of workflow discovery and its implementation. Section 3 provides
an overview of a few experiments we conducted and their performance measures
on a benchmarking dataset. Section 4 details the results attained from our ex-
periments. Section 5 discusses the current performance of our prototype, as well
as the opportunities, challenges, and lessons learned for this first iteration of our
prototype, and Section 6 concludes the paper.

2 Methods and Approach

We have created a prototype system, Event Labeling and Sequence Analysis
(ELSA), that integrates techniques from both natural language processing (NLP)
and sequence process mining to automatically generate partial workflow candi-
dates for events inferred from NLDs.

The NLP text processor component clusters NLDs based on topics inferred
from related documents. We use latent semantic indexing (LSI), an unsupervised
technique widely used in NLP research, and density-based spatial clustering of
applications with noise (DBSCAN) [7], an algorithm that determines the number
of clusters dynamically. The email subject lines and text bodies are preprocessed,
transformed into a TF-IDF weighted document-term matrix for LSI, and input to
DBSCAN as a k-dimensionally reduced matrix of document vectors. DBSCAN
parameters are initialized with ¢ = 0.2 and minpts = 5 based on empirical
evaluation. Each email is either labeled with a cluster ID or discarded as noise by
DBSCAN, removing emails that are not representative of tasks in the overarching
workflows. The top N keywords of each cluster are extracted to identify the main
topics of each cluster.

The sequence process mining component uses sequence rules to extract par-
tial workflow candidates from document clusters. Sequence rule mining identifies
temporal rules A — B (A followed by B, where A and B are itemsets) from in-
put sequences, support (i.e. the fraction of the sequences that contain the rule),



and confidence (i.e. the fraction of sequences that contain the rule out of the
sequences that contain the ‘trigger’ of the rule). The Top-K Non-Redundant Se-
quential rules (TNS) algorithm [9] is a sequence mining technique that prunes
the search space to avoid redundant generation of sequential rules and deter-
mines the minimum support for a rule dynamically. This algorithm was selected
due to its success in several logistical domains relevant to our research. TNS was
configured to keep the top 30 rules with a minimum confidence threshold of 0.5
and a A value of 2, based on [9]. Input sequences for TNS are temporally or-
dered emails grouped by cluster ID as identified by DBSCAN. The output of the
TNS algorithm is a set of the top 30 sender sequence rules and their associated
support and confidence values.

ELSA’s modular design consists of the following key modules: data ingestor,
NLP text processor, sequence database transformer, and sequence process miner.
Each component uses generalized APIs for communication to allow for the matu-
ration and development of modules within minimal constraints. ELSA is written
primarily in Python and uses a Python wrapper for the Java implementation of
the TNS algorithm [8]. All data, including the output from pipeline components
are stored in a SQLite database.

3 Experimental design

To verify ELSA’s performance, we compare output at each step of the analysis
pipeline against a known ground truth, curated from open source data from the
Apache Camel project [1]. The process for this is described in [2]. The ground
truth consists of a total of 250 manually-evaluated emails, each tagged with five
keywords and assigned to one of 65 email traces.

For each email, ELSA produces a vector of terms and associated weights,
whereas the ground truth identifies five keywords. For standard set-based metrics
like the Jaccard similarity (J) and Sgrensen-Dice coefficient/F; score, we take
only the top five ELSA keywords. To employ vector-based metrics such as the
generalized Jaccard (G.J), cosine (C) and soft cosine (C) similarities, we assume
equal weighting of the ground truth keywords. Since we only require that the
keywords be semantically similar for clustering, we use ‘soft’ versions of the
Jaccard and Sgrensen-Dice similarities (denoted with a tilde) analogous to the
soft cosine,

— ZaeA,beB S(a,b)

B Za,a/GA S(a,a’) + Zb,b’eB S(b,b') — ZaeA,beB S(a,b)’
2 EaGA,bGB S(a,b)

Ea,a’eA S(a,a’) + Zb,b’eB S(b,v')’

where S is a similarity measure between pairs of keywords, chosen to be the Wu-

Palmer (WP) path-similarity [15] calculated through WordNet [12]. We choose

WordNet senses for the keywords to maximize the WP path-similarity between
each keyword pair.

J(A,B)

(1)

Fi(A,B) =

(2)



Whereas the ground truth identifies event traces, ELSA produces sender
rules. To compare these, we use the concepts of support and confidence intro-
duced in Section 2, additionally defining ‘soft’ versions given by

soft support(X — Y) = N(X|S_|>Y) , (3)
_N(X —Y)
soft confidence(X —Y) = Nx) (4)

Here | S| is the total number of traces, N(X) is the number of traces where the
‘trigger’ X of the rule is seen, and N is a count of partially-observed rules,
AY|

N(X -Y)= Z |Y| for the largest AY C Y after X in S. (5)
S

4 Results

The left table in Figure 1 shows the proportion of emails with at least n matching
keywords between the ground truth and ELSA’s top five. This matching is either
direct (keyword-to-keyword) or soft (through the soft Jaccard index). ELSA’s
performance in this area is promising, with 75% of the emails having at least
one keyword directly matching, and 60% having at least three keywords softly
matching. A comparison between the direct and soft matchings shows that the
semantic meaning is often similar in many cases where keywords do not match
exactly. The right plot in Fig. 1 shows the fraction of emails with similarity
scores of at least s between the ELSA and ground truth keywords, for the metrics
discussed in Sec. 3.
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Fig. 1. Proportion of emails with (left) at least n keywords matching (directly or softly)
and (right) similarity scores of at least s between ELSA and the ground truth.

The average support and soft support for ELSA’s sender rules are relatively
low, 0.8% and 1.2% respectively, indicating that the rules are very specific. The
table and plot in Figure 2 show the proportion of sender rules found to have a
(direct or soft) confidence of at least ¢, where we note that 40% of the rules have
a soft confidence greater than 0.4. That is, we are seeing the rules (which we are
considering to be candidate trace fragments) represented to some extent in the
ground truth traces, indicating an important step towards trace construction.
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Fig. 2. Proportion of rules with a (direct or soft) confidence of at least ¢ when measured
against the ground truth traces.

5 Discussion

ELSA experiences several shortcomings that we will address in future iterations.
Firstly, LSI uses a bag-of-words method, which does not consider word order-
ing or associations, and hence polysemy and synonymy are not captured. This
can lead to inaccuracies in topic clustering. Additionally, LSI does not perform
well on short documents. To address these issues, we aim to add Word Sense
Disambiguation techniques, such as [13] which use external knowledge bases like
Wordnet [12] to determine the intended word senses and enrich the documents
with contextual data. Additionally, we would like to remove Subject Matter
Expert (SME) input for initializing algorithm parameters.

Some components of ELSA’s pipeline are as yet unimplemented. ELSA has
no additional layer of abstraction (metalabels) from the keywords, which provide
additional context for the types of actions completed. We will apply techniques
such as Explicit Semantic Analysis [10] and lexical graph similarity metrics to
extract these metalabels. ELSA also lacks a trace assignment step between the
NLP processing and sequence mining components, with input to the TNS algo-
rithm simply being temporal sequences sorted by topic. We will use a combi-
nation of Allen’s logic [3] and straightforward ‘group-by-conversation’ rules to
generate trace instances. Finally, we require a method to better extract work-
flow instances from sequences of events. One possibility is to use recurrent neural
networks, owing to their effectiveness in learning rules from sequential data [11].

6 Conclusion

In this work, we have highlighted approaches for two components in the work-
flow discovery pipeline. We have used quantitative metrics to assess the extent
to which our software prototype (ELSA) was able to successfully cluster emails,
extract keywords, and discover repeated patterns in a ground truth dataset.
Although ELSA performed fairly well at keyword labeling and was acceptable
at discovering sender-sequences in traces, it is only the first step towards dis-
covering workflows, as discussed in Section 5. This approach will now drive the
development for the second version of ELSA, which will use further abstractions
beyond traces to discover workflows and be tested against the same ground truth
dataset, as well as a system with more mission context.
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